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Introduction




What’s this song?




Audio fingerprinting

e (Generates content-based summary of an audio signal.

e Allows efficient storage and retrieval of similar audio in large database.




Applications

Q

E()

Music Broadcast Second screen
Identification monitoring applications




Challenges

Robustness

against audio
distortions such as
noise and
reverberation

Search speed

to expedite the
retrieval process to
enhance user
experience

Computational
viable

for practical
deployment




Modules

oA TR AAYo

Audio Processing Representation Indexing
Learning
Includes audio segmentation Generates compact and Enables fast retrieval

and pre-processing robust audio representations
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01 Audio Processing

e Waveform: A digitized audio signal.

e Preprocessing: Resampling, filtering, audio
normalization

e Time-frequency representation: 2-D matrix
representation of frequency contents of an
audio signal over time.

o  Spectrograms and its variants
o Very few audio fingerprinting approaches
directly process waveforms

source:

https://jvbale
MW n.github.io/n
otes/wavefor

m.html
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https://jvbalen.github.io/notes/waveform.html
https://jvbalen.github.io/notes/waveform.html
https://jvbalen.github.io/notes/waveform.html
https://jvbalen.github.io/notes/waveform.html

02 Representation Learning

Transform audio segments into low-dimensional vectors.

/ Rule-based \ / Learning-based \

Handcrafted features e Real-valued features
e Not resilient against high distortion e Highly resilient
environments. e Exemplar:
e Exemplar: o RNN-based
o Shazam: peak based o CNN-based
o  Philips: o Transformer-based
energy-difference-based

\ o  Waveprint: top-k wavelets / k /



https://www.ee.columbia.edu/~dpwe/papers/Wang03-shazam.pdf
https://archives.ismir.net/ismir2002/paper/000014.pdf
https://www.sciencedirect.com/science/article/pii/S0031320308001702
https://dl.acm.org/doi/abs/10.1145/3380828
https://arxiv.org/pdf/2210.08624.pdf
https://ieeexplore.ieee.org/abstract/document/10096103/

02 Deep embeddings e

| STFT |
v
| Absolute |
e Deep neural networks f(.) as nonlinear v
: , | Linear-to-Mel |
embedding function.
| Magnitude Compression |
e Gradient descent optimization

e Deep embeddings€<—>fingerprints

[ Affine Transform | ||

| Nonlinearity | [l x N

| Pooling |

A 4
| embedding |




02 Self-supervised learning

d(f(wz)v f(wj))

Shared/neural network

4 I
.<. Learmng. .(‘
N Y J y

x; and x;are relevant, not x;,

L;:anchor sample
L positive sample
TL: negative sample




02 Self-supervised learning

e Input: log Mel spectrogram (segment). ; ~
e Model: CNN m N Tk
Learning
e Training: Contrastive learning with 2 Ti
. . L L
o Distorted audio: 7 ; \_ -/
o  Any other audio: T, !
d(f(z;)f(zj))/T
L = —log Ze d(f(wi),Jf(wj))/T
i#j ©

Contrastive Loss




02 Contrastive Training

e Distortions are randomly applied:
o Real-world noises: 0-25 dB SNR

o Reverberation: RIRs with t levels ranging from O.1s - 0.8s

o Time offset: 50 ms




Coding time!
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03 Retrieval
11 1] T e e ]

b — 10— "Il



03 Retrieval

Result
0.23 - 0.20
3.15 : 2 3.25
argmin ||q — x,||5
0.65 @ w {ne{fZ,...,N} i P lo 72
1.43 1.68
q € R? X, € RP
® ND-dim databése vectors e ANN algorithms: LSH (hash-based), PQ
e Task: For the given query, find the closest (vector quantization-based), HNSW (graph
vector from the database based)

Linear scan: O(ND), slow
e ANN: Sublinear query time
o don’t necessarily have to be exact

neighbors
o Trade off: runtime, accuracy and
memory-consumption




03 Indexing

\
AUDIO INPUT
FILES ---1------ »[song_1.MP3, R song_N.mp3]
-pkl
SONG 1 SONG 2 SONG 3
[N
PREPROCESSING + SEGMENTATION
{ J EMB_DB___ ——————— » 1|2 |3|4|5]|6 |7 |89 |10]11)12]13 |14 15|16 [17|18 |19 |20 |21 |22 |23
~ pkl
a; a ... |a;i .... an-1 ay Pid - \(
v v v v v . e 4
{ LOG MEL SPECTROGRAM } ot
///
lml la:g lz,- lzN,l la:N Al
7’
- N
.
NEURAL NETWORKS (Fy) 1 METADATA

- S S >[(1,0.0),(1,01),(1,0.2) ... (43, 10.0), (43, 101), ...
-_ / (100, 34.2), (100,34.3)]

FP.index

HASH

FUNCTIONS HASH TABLE




03 Data

e Music: Free Music Archive

dataset clips genres length size

[s] [GiB] #days
small 8,000 8 30 7.4 2.8
medium 25,000 16 30 23 8.7
large 106,574 161 30 98 37
full 106,574 161 278 917 343

Michaél Defferrard, Kirell Benzi, Pierre Vandergheynst, and Xavier Bresson. Fma: A dataset for music analysis.
arXiv preprint arXiv:1612.01840, 2016.



03 Evaluation

- . . Sorted i
e Coarse search: Audio file with maximum ortedtems
Rank=1 Rank=2 Rank=3 Rank=4 Rank=5
matching segments R
e Fine-grained search:
o start - end matching times R
o find candidate sequence of segments R
o edit distance
R
e Metric:

n hits @ top-k
n hits @ top-k + m miss @ top-k

o recall@top-k =

Q|
o MRR = \Q! Z

)
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04 Shazam

Target Zone:

e |dentifies frequencies of peak intensity

e Generates pairs of anchor and target peaks
and their corresponding time difference.

me
Fig. 1C - Combinatorial Hash Generation

e Hashes each pair into a hash table. N € g '_ . i
e Hash table lookup for query matching. E: g T8 , ;T

mn
Fig. 1B - Constellation Map Fig. 1D - Hash details

Avery Wang et al. An industrial strength audio search algorithm. In ISMIR, volume 2003,
pp. 7-13, 2003.



04 ML approaches

e Enhances interesting spatial patches by assigning
more weight to time indices and frequency bands
containing salient patches

e a
at*™ = softmax(X7T Wiemp)
aspeCt e SOftmaX(XT W,spect )

A= atemp R aspect X S

\X’:AG)X )

Singh, Anup, Kris Demuynck, and Vipul Arora. "Attention-based audio embeddings for
query-by-example." arXiv preprint arXiv:2210.08624 (2022).

Spectral
attention

Temporal
attention,

X A X'
Reweigh X T
Layer Input size  Output size
Encoder:
CNN layer 1x64x96  32x64x96
ResBlockl 32x64x96 32x64x96
ResBlock2 32x64x96 64x32x48
ResBlock6 512x4x6  1024x2x3
Flatten 6144
Projection Head: d*1 dx*o
ConvlD + ELU 128 x48 12832
ConvlD 128x32 128 x 1




04 ML approaches

e CNN architecture with spatially separable convolutions el concatenate )
layers.

e Divide-and-encode: splits embedding into chunks

e Tripletloss

)
Convolutions convad 3x1
conv2d 1x3

conv2d 3x1
conv2d 1x3
conv2d 3x1
conv2d 1x3
‘spectrogram

Gfeller, Beat, et al. "Now playing: Continuous low-power music recognition." arXiv
preprint arXiv:1711.10958 (2017).




hashing hash

keys . values
O 4 I S H Y function buckets
R ] Source;https://
Qe Oo0——>

www.pinecone

—_— \ F‘ . Jdo/learn/series/

090 \ agpEseseets -4 faiss/locality-se
- ‘'@ 0

nsitive-hashing
A

o0 0———>
00 0—>

e Map similar samples to same hash code

e K random hyperplanes: h1, h2, hK = 27K disjoint .

partitions of space.

0 4
|
e K-bit hash code for sample a: Step [a'h, a’h, a'h ] "'\
r
e [Exact comparison of a with points mapped to same | 7 Source;https:/
® www.research
® ® ate.net/public
hash bucket - May miss near neighbors i 0. '/,/I ‘/— 101 %2‘1?’3;1‘%2?54
. . 7 Riion 30M
e Repeat L times w.rt different set of K hyperplanes. P \°. ’ . 0.. 'd.HB:DBdM
. o o o Q / ® \ @ ry:Endeng
e Distance computation with candidates mapped to & " ’\
v N N
same hash code as a across L tables. 4 | p
| o

Lv, Qin, et al. "Multi-probe LSH: efficient indexing for high-dimensional similarity search." Proceedings of the 33rd international
conference on Very large data bases. 2007.


https://www.pinecone.io/learn/series/faiss/locality-sensitive-hashing/
https://www.pinecone.io/learn/series/faiss/locality-sensitive-hashing/
https://www.pinecone.io/learn/series/faiss/locality-sensitive-hashing/
https://www.pinecone.io/learn/series/faiss/locality-sensitive-hashing/
https://www.pinecone.io/learn/series/faiss/locality-sensitive-hashing/
https://www.pinecone.io/learn/series/faiss/locality-sensitive-hashing/
https://www.pinecone.io/learn/series/faiss/locality-sensitive-hashing/

04 LSH

e Computational Cost:

0 4,
o N points, D dimensional, K hyperplanes ‘I-\l
> 4
o DK: generate K-bit hash code = Mapping sample to a | ”
. MR ol 101
hash bucket. Cost of dot product of a sample with K e o/’l/
N e | .o .
hyperplanes. TN, %
0 “ - N
o Assume on average, each bucket contains: N/2"K Z T ’\ e be
b\
o Exact comparison cost: DN/2”K ” 74:
(N}

o Repeat everything L times (no. of hash tables)
o Cost: LDK + LDN/2”K = O(log N), if K=1log N

Lv, Qin, et al. "Multi-probe LSH: efficient indexing for high-dimensional similarity search." Proceedings of the 33rd international
conference on Very large data bases. 2007.



04 Recent Works

ATTENTION-BASED AUDIO EMBEDDINGS FOR QUERY-BY-EXAMPLE

Anup Singh'? Kris Demuynck' Vipul Arora®
! IDLab, Department of Electronics and Informat
2 Department of Electrical Engineering, Ind

{anup.singh, kris.demuynck)ey

ABSTRACT
NEURAL AUDIO FINGERPRINT FOR HIGH-SPECIFIC AUDIO RETRIEVAL

An ideal audio retrieval system efficiently and robustly rec- BASED ON CONTRASTIVE LEARNING

ognizes a short query snippet from an extensive database.
However, the performance of well-known audio finger-

& 1] 12
N printing systems falls short at high signal distortion levels. Sungkyun Chang', Donmoon Lee'?, Jeon|
&I This paper presents an audio retrieval system that gener- Kyogu Lee?, Karam Ko®, and ¥
<] ates noise and reverberation robust audio fingerprints
. ing the contrastive leaming framework. Using these fin- !Cochlear.ai, 2Seoul National Univ
O gerprints, the method performs a comprehensive search to =
Q©  identify the query audio and precisely estimate its times- 2
(o  fumaintersierence mulio Ourmesrk iolves it b ABSTRACT H SIMULTANEOUSLY LEARNING ROBUST AUDIO EMBEDDINGS AND BALANCED HASH
—  ingaCNN to maximize the similarity between pairs of em- &5 Mostof existing audio fingerprinting systems have limitations to be = CODES FOR QUERY-BY-EXAMPLE
. beddings extracted from clean audio and its corresponding £ used for high-specific audio rerieval a scal. In this work, we gen- 0
U  distorted and time-shifted version. We employ a channel- erte & low-dimentional regresctation from @ short unit segment of:  sogimell -5 i e 2 + 4
wise spectral-temporal attention mechanism to better dis- fal audio, and couple this fingerprint with a fast maximum inner-product ar | & Anup Singh Kris Demuynck’ Vipul Arora’
L e e midiv by giving more weight to the salient (L) s T this el we peose a costiusife Joaming fommownst: g
3 5 ; e s that derives from the segment-level search objective. Each update in z x . — . -
¢ spectral-temporal patches in the signal. Experimental re- ©  training uses a batch consisting of a st of pseudo labels, randomly S . Department of Electrical llingmeenng, lnd'mn Institute O.f Technology Kalnpur, India .
@ sults indicate that our system is efficient in computation —  selected original samples, and their augmented replic: i ol S IDLab, Department of Electronics and Information Systems, imec - Ghent University, Belgium
@ and memory usage while being more accurate, particularly cas can simulate the degrading effects on original audio signals by finger- | =
at higher distortion levels, than competing state-of-the-art ~—  applying small time offsets and various types of distortions, such  printer |~
v systems and scalable to a larger database. a -3 "“"‘S"""{" e “": '“’"V'r‘:c“m"“ impulse [eponess. In E ABSTRACT mapping is prone to being non-discriminative and/or noise-sensitive,
> 72} e segment-level search task, where the conventional audio finger- 8 e i tengy  thus requiring multiple costly probes of hash buckets to achieve sat-
< s printing systems used to fail, our system using 10x smaller storage H Audio fingerprinting systems must effcienly and robusdy identify [ L PR T (B oS P shbud eves
] 1. INTRODUCTION 5 has shown promising results. Our code and dataset are available at 2 query snippets in an extensive database. To this end, state-of-the-art e oty kg i G T
=) .  https://mimbres.github.io/neural-audio-£p/. & systems use deep learning to generate compact audio fingerprints. 9 53 ey S ‘i -
o) is the principal of an au- g These systems deploy indexing methods, which quantize finger- :‘:"Y"m‘:;"&‘ s lemmnsbsoluuon f:fd ""Pf“‘"‘f_ "‘"l:‘: effec-
Index Terms— scousiic fingerprint, self-supervised leamning.  Fig. 1. 2 ints 10 hash codes in an unsupervised manner to expedite the  lveness. However, leaming binary encoding is a discrete learning
dio identification task. Finding perceptually similar audi 3 pri per ped 2 : ,
Q Sy '0:1 it e m::' y"s g n S n"“ g data augmentation, music information retrieval segmen search. However, these methods generate imbalanced hash codes, ~ Process. making end-to-end training challenging. In addition. a uni-
& ina massive audio corpus is computationally and mem- S ol 5 Ieadin 10 thee Suboptnal prformance. Therfoe, we propos 10 disiuton (cod blance) of inry encdings s reuied 0
—  ory expensive. Audio fingerprinting is a technique that = 1 INTRODUCTION voke & & selfsupervised Ieaming fmevork t compue nerpits and e a1 eficien earch i he Hammin spce. Existing works
O\ derives a content-based audio summary and links it with o 5 balanced hash codes in an end-to-end manner to achieve both fast 0% 16amed hash functions [11-13] tend to suffer from the code im-
N similar audio fragments in the database. It allows for an — Audio fingerprinting is a content summarization technique that | 8 and accurate retrieval performance. We model hash codes as a  balance problem, resuliing in sub-optimal (slow) retreval perfor-
efficient and quick search against other audio fragments. —_— short snippets of the & balanced clustering process, which we regard as an instance of the % - . A
= ! S Fp ks *© dambase [1]. The most well-known tion is the music finger- 3 optimal transport problem. Experimental results indicate that the Thas pager prestats at wuilic Gngerpedinting systeen that is obit
There are several possibilities for fingerprinting applica- o Fo e : against high noise and reverberation levels and performs  compre-
> 2 igital de b 4TV = printing system [17] that enables users to ndenufy unknm 2 proposed h improves retrieval efficiency while preserving 281 g noise and sverberation lev Aorisstint %
— tions on digital s, such as smartphones an % o from the mi ne or streaming audio input. Ot 2 high accuracy, particularly at high distortion levels, compared to the agiie andio search . Ovell, the main’contabenions, ot opc W
0 thatare becoming ubiquitous. Music identification on mo- ] include detecting copyrights [3], deleting dnphcaled coments 18, 2 competing methods. Moreover, our system is efficient and scalable ¢ 3 follows: "
bile devices, based on query-by-example, is a common use . monitoring broadcasts [1,9], and tracking advertisements [10]. 3 in computational load and memory storage. * An end-to-end self-supervised leaming framework for jointly
case in which a user hears a song in a public area and > General requirements for audio fingerprinting system are dis- E o H—— . leaming continuous and discrete audio embeddings (binary en-
R e SIS S R S S i rsasss = Idex T Ao fog/ipiialicg, optiel tspelt U codings). To our knowledge. no prior work exists for the audio
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Faiss
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Faiss is a library for efficient similarity search and clustering of dense vectors. It contains algorithms
that search in sets of vectors of any size, up to ones that possibly do not fit in RAM. It also contains
supporting code for evaluation and parameter tuning.

Faiss is written in C++ with complete wrappers for Python. Some of the most useful algorithms are

implemented on the GPU. It is developed primarily at FAIR, the fundamental Al research team of
Meta.

What is similarity search?

Given a set of vectors Z; in dimension d, Faiss builds a data structure in RAM from it. After the
structure is constructed, when given a new vector & in dimension d it performs efficiently the
operation:

j = argmin;||z — ;|

Website: https://faiss.ai/


https://faiss.ai/

For more information ...

e Contact me at:

o Email: anup.singh@ugent.be

o Twitter: @15_anup



mailto:anup.singh@ugent.be
https://twitter.com/15_anup
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